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How Artifical Intelligence Is
Advancing Precision Medicine

Nicole Martin Former Contributor ©
Al & Big Data
i I'write about digital marketing, data and privacy concerns.

https://www.forbes.com/sites/nicolemartinl1/2019/10/18/how-artifical-intelligence-is-advancing-
precision-medicine/#2f720a79a4d5

TECHBY VICE

Dozens of Cities Have
Secretly Experimented

With Predicti
Policing Soft

Documents obtained by Motherbox
requests verify previously unconfir
with predictive policing company P,

g By Caroline Haskins

https://www.vice.com/en_us/article/d3m]

experimented-with-predictive-policing-s

PART OF A ZDNET SPECIAL FEATURE: CYBERSECURITY: LET'S GET TACTICAL

to know

technologies aren't a silver bullet, and could also be exploited by malicious hackers.

Al is changing everything about cybersecurity,
for better and for worse. Here's what you need

Artificial intelligence and machine learning tools could go a long way to helping to fight cybercrime. But these

https://www.zdnet.com/article/ai-is-changing-everything-about-cybersecurity-for-better-and-for-worse-heres-what-you-need-to-know/
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How Al Is Uprooting
Recruiting

Falon Fatemi Contributor @
g | Entrepreneurs
- -

https://www.vice.com/en_us/article/d3m7jg/dozens-of-cities-have-secretly-

experimented-with-predictive-policing-software



https://www.forbes.com/sites/nicolemartin1/2019/10/18/how-artifical-intelligence-is-advancing-precision-medicine/#2f720a79a4d5
https://www.zdnet.com/article/ai-is-changing-everything-about-cybersecurity-for-better-and-for-worse-heres-what-you-need-to-know/
https://www.vice.com/en_us/article/d3m7jq/dozens-of-cities-have-secretly-experimented-with-predictive-policing-software
https://www.vice.com/en_us/article/d3m7jq/dozens-of-cities-have-secretly-experimented-with-predictive-policing-software

How do we evaluate Al-based systems?

Effectiveness
 measures of accuracy

Performance
* Inference speed and memory consumption

Trustworthy Al: Meet these criteria even in the presence of
adversarial behaviour

A\
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Challenges in making Al trustworthy

Security concerns

Privacy concerns



Example: Security and
Privacy of Machine Learning



Evading machine learning models

Which class is this? Which class is this?
School bus Ostrich

Szegedy et al. - Intriguing Properties of Neural Networks ICLR ‘14 (https://arxiv.org/abs/1312.6199v4) 7



https://arxiv.org/abs/1312.6199v4
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Which class is this?
Cat Desktop computer

Which class is this?
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screen, CRT scr
esktop compute
television, tel
laptop, laptop

g
Athalye et al. - Synthesizing Robust Adversarial Examples. ICML ‘2019 (https://blog.openai.com/robust-adversarial-inputs/)

window screen

notebook, noteb

bock jacket, du

cougar, puma, ©

jigsaw puzzle
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DolphinAttack: Inaudible Voice command

Guoming Zhang ChenYan Xiaoyu Ji

Tianchen Zhang Taimin Zhang Wenyuan Xu

Zhejiang University

ACM CCS 2017

Zhang et al. - DolphinAttack: Inaudible Voice Commands, ACM CCS ‘17 (https://arxiv.org/abs/1708.09537)



https://arxiv.org/abs/1708.09537

Machine Learning pipeline

Data owners

ﬁ
ﬁﬁ

o

Libs

| Trainer i ML
Dataset model

ﬁ

Prediction
Service
Provider

API

Where is the adversary? What is its target?
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Compromised input — Model integrity

ML
model

Evade model

Szegedy et al. - Intriguing Properties of Neural Networks ICLR ‘14 (hitps://arxiv.org/abs/1312.6199v4)

Dalvi et al. - Adversarial Classification KDD ‘04 (https://dl.acm.org/doi/10.1145/1014052.1014066)

Prediction
Service

A2
By

Provider |7
API

Client
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Malicious client — Training data privacy

‘ /anerenceD\

Dataset

]

ML
model

Prediction

Service C l
Provider |—
API Client

Invert model, infer membership

4

Shokri et al. - Membership Inference Attacks Against Machine Learning Models, IEEE S&P "16. (https://arxiv.org/pdf/1610.05820.pdf)
Fredrikson et al. - Model Inversion Attacks that Exploit Confidence Information and Basic Countermeasures, ACM CCS’15. 12

https://www.cs.cmu.edu/~mfredrik/papers/fir2015ccs.pdf
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Malicious client — Model confidentiality

Extract/steal model

Prediction
Service
Provider

API

Juuti et al. - PRADA: Protecting against DNN Model Stealing Attacks, Euro S&P ‘19 (https://arxiv.org/abs/1805.02628)

Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models, CVPR ‘19 (https://arxiv.org/abs/1812.02766)

Tramer et al. - Stealing ML models via prediction APIs, Usenix SEC 16 (https://arxiv.org/abs/1609.02943)

c A

Client

Stolen

model
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Malicious prediction service — User profiles

Add: “X uses app”

Datapase

Profile users

Is this app
A malicious?
il

~

Prediction
Service

Provider |—
API Client X

Malmi and Weber - You are what apps you use Demographic prediction based on user's apps, ICWSM ‘16 (https://arxiv.org/abs/1603.00059)
Liu et al. - Oblivious Neural Network Predictions via MiniONN Transformations, ACM CCS ‘17 (https://ssg.aalto. f|/research/|ormects/mlsec/ppml/)
Dowlin et al. - CryptoNets: Applying Neural Networks to Encrypted Data with High Throughput and Accuracy, ICML ‘16

(https://dl.acm.org/doi/10.5555/3045390.3045413)



https://arxiv.org/abs/1603.00059
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Compromised toolchain — Training data privacy

Libs

l ~ |[Crafted
Prediction query
Service
—> | Trainer | == ' —_—

Dataset Provider _

API Client
4‘
Violate privacy

Song et al. - Machine Learning models that remember too much, ACM CCS ‘17 (https://arxiv.org/abs/1709.07886) 15

Hitja et al. - Deep Models Under the GAN: Information Leakage from Collaborative Deep Learning, ACM CCS ‘17 (http://arxiv.org/abs/1702.07464)


https://arxiv.org/abs/1709.07886
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Malicious data owner — Model integrity

A Data owners
|I|I|

~

Prediction
Service | ﬁ
Provider |

API

— | Trainer —_—

Client

Influence ML model (model poisoning)

https://www.theguardian.com/technoloqgy/2016/mar/26/microsoft-deeply-sorry-for-offensive-tweets-by-ai-chatbot
https://www.thequardian.com/technoloqy/2017/nov/07/youtube-accused-violence-against-young-children-kids-content-google-pre-school-abuse
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Is malicious adversarial behaviour the only concern?

m E o Signin Home News Sport Reel Worklife Tra| MIT Tecmgy REVIEW Topics

NEWS

Artificial intelligence

Home | US Election | Coronavirus | Video | World | UK | Business | Ted cience ories | Entertainmen

Tech

o= | Predictive policing

Twitter investigates racial bias in

image previews algorlthms dare I‘aCiSt.

@ 19 hours ago

They need to be
dismantled.

Lack of transparency and biased training data mean these tools are
not fit for purpose. If we can't fix them, we should ditch them.

by Will Douglas Heaven July 17,2020

Tech policy / Al Ethics .com/2020/07/17/1005396/predictive-policing-
machine-learning-bias-criminal-justice/

ne user found that Twitter seemed to favour sh 's face over a(ac. :-[:::“ama's u L
https://www.bbc.com/news/technology- AI Is Send|ng people to
542348222?fbclid=IwAR1T41 HR6IlUMKGRJbJdDrdpKd

Ai5mhQSdzs0QLDs041T-SR3wJfs jail —and getting it Wrong

Using historical data to train risk assessment tools could mean that
machines are copying the mistakes of the past.

by Karen Hao January 21, 2019
17

https://www.technologyreview.com/2019/01/21/137783/algorithms-criminal-justice-ai /
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Measures of accuracy are flawed, too

‘ Jordan Simonovski
@_jsimonovski

Lenny Carl

12:50 AM - Sep 20, 2020 - Twitter Web App

BK Retweets  1.2K Quote Tweets  46.1K Likes

| wonder if Twitter does this to fictional characters too.

Twitter Commsa
@TwitterComms

Replying to @bascule

We tested for bias before shipping the model & didn't
find evidence of racial or gender bias in our testing. Bu
it's clear that we've got more analysis to do. We'll

continue to share what we learn, what actions we take,
& will open source it so others can review and replicate

https://twitter.com/_jsimonovski/status/1307542747197239296

1:54 PM - Sep 20, 2020 - Twitter Web App

160 Retweets 92 Quote Tweets  1.4K Likes

https://twitter.com/TwitterComms/status/1307739940424359936

Transparency around image
cropping and changes to come

Parag Agrawal Dantley Davis

We're always striving to work in a way that’s transparent and easy to understand, but we
don't always get this right. Recent conversation around our photo cropping methods brought

this to the forefront, and over the past week, we've been reviewing the way we test for bias in

https://blog.twitter.com/official/en_us/topics/product/2020/transparency

-image-cropping.html
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Challenges in making Al trustworthy

Security concerns

Privacy concerns

Ethical and legal concerns

Trustworthy Al: Meet these criteria even in the presence of
“adversarial” behaviour

A\

v

i : ) 19
More on our security + ML research at https://ssg.aalto.fi/research/projects/mlsec/model-extraction/
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Aalto University

Extraction of Complex

DNN Models:
Real Threat or Boogeyman?

N. Asokan

yw @nasokan

With Buse Gul Atli and Sebastian Szyller (Joint work with Mika Juuti and Samuel Marchal)



https://asokan.org/asokan/

Outline

Is model confidentiality important?

Can models be extracted via their prediction APIs?

What can be done to counter model extraction?



Is model confidentiality important?

Machine learning models: business advantage and intellectual property (IP)

Cost of

gathering relevant data

labeling data

expertise required to choose the right model training method
resources expended in training

Adversary who steals the model can avoid these costs



Type of model access: white box

White-box access: user

» has physical access to model

e knows its structure

e can observe execution (scientific packages, software on user-owned devices)



How to prevent (white-box) model theft?

White-box model theft can be countered by
« Computation with encrypted models
* Protecting models using secure hardware

 Hosting models behind a firewalled cloud service



Type of model access: black-box

Black-box access: user
« does not have physical access to model
* interacts via a well-defined interface (“prediction API”):

« directly (translation, image classification)
* indirectly (recommender systems)

Basic idea: hide the model itself, expose model functionality only via a prediction API

Is that enough to prevent model theft?



Extracting models via their prediction APIs

Prediction APIs are oracles that leak information

Adversary
* Malicious client
» Goal: construct surrogate model(*) comparable w/ functionality

» Capability: access to prediction APl or model outputs
(*) aka “student model” or “imitation model”

. Prediction
Victim - AP]

Model

Prior work on extracting

« Logistic regression, decision treesll]
« Simple CNN modelsl!? e
« Querying APl with synthetic samples :i Mode!

[1] Tramer et al. - Stealing Machine Learning Models via Prediction APIs. USENIX SEC 16 (https://arxiv.org/abs/1609.02943)
[2] Papernot et al. - Practical Black-Box Attacks against Machine Learning. ASIACCS ‘17 (https://arxiv.org/abs/1602.02697)



https://arxiv.org/abs/1609.02943
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Is model extraction a realistic threat?

Extracting deep neural networks e

A commsan adversany medeks realislic?

;A
Against simple DNN models!!] =
e E.g., MNIST, GTSRB

Adversary
 Kknows general structure of the model
* has limited natural data from victim’s domain

Approach - Prediction
Victim — AP]

 Hyperparameters CV-search Model
* Query using natural data for rough estimate decision L__ 1t gl

boundaries, synthetic data to fine-tune L
- Simple defense: distinguish between benign and

adversarial queries

E g & ’l"?:" ’l ,n

bR

[1] Juuti et al. - PRADA: Protecting against DNN Model Stealing Attacks. EuroS&P 19 (https://arxiv.org/abs/1805.02628)



https://arxiv.org/abs/1805.02628

Can model extraction attacks be detected?

Preliminary: distance between random points in a space fits a normal (Gaussian) distribution

Assumptions

Benign queries consistently distributed — distances fit a normal distribution

Adversarial queries focused on a few areas — distances deviate from a normal distribution

Benign Attack Benign Attack
3 3> 3 3
Al Ll L o | M.
|_52 diséénce MNIST test ” L2 dlstance (Papernot attack) L2 distance (BTS) L2 dlstance (t rnd attack)
MNIST

GTSRB



PRADA defenselll

Stateful defense

 Focus on low false positives

« Keeps track of queries submitted by a given client
e Detects deviation from a normal distribution

Shapiro-Wilk test as a measure of “novelty” in queries

« Quantify how well a set of samples D fits a normal distribution
o Test statistic: W(D) < § — attack detected

e §: parameter to be defined

[1] Juuti et al. - PRADA: Protecting against DNN Model Stealing Attacks. EuroS&P 19 (https://arxiv.org/abs/1805.02628)

10
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PRADA detection efficiencyl!!

Model + § value FPR Queries made until detection

Tramer  Papernot T-rnd
MNIST (0 = 0.96) 0.0% 5,560 120 130
MNIST (0 = 0.95) 0.0% 5,560 120 140
GTRSB (6 = 0.90) 0.6% 5,020 430 500
GTRSB (0 = 0.87) 0.0% 5,020 430 540

All prior model extraction attacks detected
« Slowest on Tramer (but ineffective on DNNs, requires > 500k queries to succeed [2])

Detection triggered when queries use synthetic data, infeffective otherwise

[1] Juuti et al. - PRADA: Protecting against DNN Model Stealing Attacks. EuroS&P 19 (https://arxiv.org/abs/1805.02628)
[2] (Optimistic estimate based on) Tramer et al. Stealing ML models via prediction APIs. UsenixSEC’16.
[3] Papernot et al. Practical black-box attacks against machine learning. AsiaCCS’17.

12
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Is model extraction arealistic threat?

Can adversaries extract complex DNNs successfully?

Are common adversary models realistic?

Are current defenses effective?

Victim o

Model

,aa-
nn 1 gRyHegiagpiegaias

ke i*mf’hh»

Prediction
API

Surrogate
Model

”a”n

x H%ﬂgm
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Extraction of Complex DNN Models: Knockoff nets!!

Analysis of Knockoff Nets: summary

Reproduced smpirical evaluation of KnockoM nets[1] 16 coafirm its effeciivensss

Revissted adversary moded im [1] to make mone realistic assumpiions about e adversary
Attack effectiveness decreases i

Goal. -

* Build a surrogate model that
« steals model functionality of victim model e o i e
« performs similarly on the same task with high classification accuracy

Adversary capabilities:
* Victim model knowledge:
 None of train/test data, model internals, output semantics
» Access to full prediction probability vector
» Access to natural samples, not (necessarily) from the same distribution as train/test data

» Access to pre-trained high-capacity model

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR 19 (https://arxiv.org/abs/1812.02766) 14


https://arxiv.org/abs/1812.02766

Knockoff Nets: systematic
empirical analysis

Buse Gul Atli
Doctoral candidate


https://people.aalto.fi/buse.atlitekgul

Knockoff nets: Our Goals and Contributions

Reproduce empirical evaluation of Knockoff nets[1] to confirm its effectiveness

Introduce a defense within the adversary model in [1] to detect attacker’s queries

Revisit adversary model in [1]
 Explore impact of a more realistic adversary model on attack and defense effectiveness

« Attack effectiveness decreases: Different surrogate-victim architectures, reduced granularity
of victim’s prediction API's output, reduced diversity of adversarial queries

» Defense effectiveness decreases: Attacker has natural samples distributed like victim’s
training data

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR '19 (https://arxiv.org/abs/1812.02766) 16



https://arxiv.org/abs/1812.02766

Knockoff netslll: Experimental Setup

Victim derived from public, pre-trained, high-capacity model (e.g., ResNet-34 on ImageNet)

Strategy
Collect unlabeled natural data
 From the same domain (e.g. images)
e Out of target train/test distribution
Query API to collect victim outputs
 Using ~ 100,000 queries
» API returns probability vector
Construct surrogate model

Prediction
API

Tl

» Select a pre-trained model and fine-tune it with transfer set
 Takes ~ 3 days (Tesla V100 GPU, 10 GB; estimated cost $120-$170)

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models, CVPR ‘19 (https://arxiv.org/abs/1812.02766)

(C )

\Naturaldata
(ImageNet,
Openimages)

| Victim outputs |

\Transfer set )

Surrogate

Model

“i“ﬂ
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Knockoff nets: Reproduction

Knockoff nets are effective against complex, pre-trained DNN models

Test Accuracy % (performance recovery)

Victim Model (Dataset-model) Our reproduction Reported in [1]

Victim Model Surrogate Victim Model Surrogate
Model Model
Caltech-RN34 74.1 72.2 (0.97x) 78.8 75.4 (0.96x)
CUBS-RN34 77.2 70.9 (0.91x 76.5 68.0 (0.89x
Diabetic-RN34 71.1 53.5 (0.75x) 58.1 47.7 (0.82x)
GTSRB-RN34 98.1 94.8 (0.96x) - -
CIFAR10-RN34 94.6 88.2 (0.93x) - -

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR 19 (https://arxiv.org/abs/1812.02766)
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Revisiting the Adversary Model: Reduced Granularity
of Prediction API's Output

Panda 99%
Mammal 99%
Vertebrate 99%
Terrestrial Animal 98%
Bear 94%
Nose 93%
Snout 92%
Nature Reserve 87%

Google Cloud
Vision (top 20)

aaaaa
mmmmm

nnnnnn

uuuuuuu

rrrrrr

Clarifai (top 20)

8.968

8.9

eeeeee

lllllll

General Model

IBM Watson (top 10)
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Revisiting the Adversary Model: Reduced Granularity
of Prediction API's Output

Original adversary model in [1] expects a complete prediction vector for each query
Effectiveness degrades when prediction API gives truncated results (top label, rounded

probabilities etc.)

Victim Model (Dataset-model)

Caltech-RN34 (257 classes)
CUBS-RN34 (200 classes)
Diabetic-RN34 (5 classes)
GTSRB-RN34 (43 classes)
CIFAR10-RN34 (10 classes)

Test Accuracy % (performance recovery)

Surrogate Model

Surrogate Model

Victim Model (full \E);gtt;arl)blllty (only top label)

0 74.1 72.2 (0.97x) 57.2 (0.77x) )

L 77.2 70.9 (0.91x) 42.5 (0.55x) |

C 711 53.5 (0.75x) 53.5 (0.75x)
98.1 94.8 (0.96x) 91.9 (0.93x)

946 88.2 (0.93x) 84.4 (0.89x) )

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models, CVPR ‘19 (https://arxiv.org/abs/1812.02766)

20
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Revisiting the Adversary Model: Different
Surrogate-Victim Architectures

Adversary model in [1] : victim model uses publicly available, pre-trained DNNSs.
Effectiveness degrades when victim is not based on pre-trained DNNSs.

Test Accuracy % (performance
- recovery)
Victim Model (Dataset-model)

Wil kel Mggélr(zgitl;) Mogglr r(?/ggz;ele)
GTSRB-RN34 f 98.1 94.8 (0.96x) 90.1 (0.91x) |
CIFAR10-RN34 946 88.2 (0.93x)  82.9 (0.87x)
GTSRB-5L [ 915 54.5 (0.59x) 55.8 (0.60x) |
CIFAR10-9L 845 67.5 (0.79x) 64.7(0.76x) J

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models, CVPR ‘19 (https://arxiv.org/abs/1812.02766)

21
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Knockoff nets: Limitation

Knockoff nets cannot recover per-class performance of victim model

20000 e
17500
Test accuracy % (performance >15000
recovery) $ 12500 -
3
Class Name Victim Model Surrosate Model 510000
(ClAARERNER), 88.2% gon average =
94.6% on average o7 9 5000 l l
Airplane (class 0) 95 88 (0.92x)
o)
Automobile (class 1) 97 95 (0.97x) &
[Bird (class 2) 92 87 (0.94x)
Cat (class 3) 89 86 (0.96x)
| Deer (class 4) 95 84 (0.88x)
Dog (class 5) 88 84 (0.95x)
Frog (class 6) 97 90 (0.92x)
(Horse (class 7) 96 79 (0.82x)
Ship (class 8) 96 92 (0.95x)
Truck (class 9) 96 92 (0.95x)

-40 -20 0 20 40 -0 -20 0 20 40

Victim Surrogate



Analysis of Knockoff Nets: summary

Reproduced empirical evaluation of Knockoff nets[1] to confirm its effectiveness

Revisited adversary model in [1] to make more realistic assumptions about the adversary
Attack effectiveness decreases if

« Surrogate and victim model architectures are different

« Victim model’s prediction API has reduced granularity

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR "19 (https://arxiv.org/abs/1812.02766) 23
[2] Atli et al. - Extraction of Complex DNN Models: Real Threat or Boogeyman? (https://arxiv.org/pdf/1910.05429.pdf,, AAAI-EDSML ‘20)
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Knockoff Nets: detection

Sebastian Szyller
Doctoral candidate
W @sebszyller



Knockoff nets: Detecting Attacker’s Queries

Motivation
« Adversary is unaware of target distribution or task [1]

 Queries APl with a random subset of public dataset
used for a general task

Design

« Binary pre-classifier for incoming queries (1.5)

* Detect images from distribution other than victim’s

» Give proper prediction only to in-distribution queries

»( User

/ Query

/ .
Response [

1.5

Intdistribution
4

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR '19 (https://arxiv.org/abs/1812.02766)

|

Model
Prediction

Out-oftdistribution

y

Altered
Prediction
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Knockoff nets: Detecting Attacker’s Queries

Evaluation

« Trained ResNet classifiers to detect in and out-of-distribution queries

 High TPR/TNR on all datasets but Caltech (strong overlap with ImageNet, Openimages)
e Performs better than state-of-the-art out-of-distribution methods (ODIN[! , Mahall?))

Victim Model ImageNet Openlmages

(Dataset-

model) In-distribution Out-of- In-distribution Out-of-
(TPR%) distribution (TPR%) distribution

(TNR%) (TNR%)
Caltech-RN34 63 56 61 59
CUBS-RN34 93 93 93 93
Diabetic-RN34 99 99 99 99
GTSRB-RN34 99 99 99 99
CIFAR10-RN34 96 96 96 96

[1] Liang et al. — Enhancing the Reliability of Out-of-Distribution Image Detection in Neural Networks. ICLR 18 (https://arxiv.org/abs/1706.02690)
[2] Lee et al. - A Simple Unified Framework for Detecting Out-of-Distribution Samples and Adversarial Attacks. NIPS’ 18 (https://arxiv.org/abs/1807.03888)



https://arxiv.org/abs/1706.02690
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Revisiting the Adversary Model: Access to In-
distribution Data

The larger the overlap between attacker’s transfer set and victim’s training data, the
less effective the detection.

A more realistic adversary

e Has access to more (unlimited) data (public databases, search engines)

« Has approximate knowledge of prediction APIs task (food, faces, birds etc.)
« Can evade detection mechanisms identifying out-of-distribution queries

Are there any prevention mechanisms?

« Stateful analysis—— Sybil attacks

« Charging customers upfront— Reduced utility for benign users

» Restrict access to the APl — Reduced utility for benign users

« Slow down the attackerl! ——  Does not thwart a well-resourced attacker

[1] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR "19 (https://arxiv.org/abs/1812.02766)
[2] Atli et al. - Extraction of Complex DNN Models: Real Threat or Boogeyman? (https://arxiv.org/pdf/1910.05429.pdf,, AAAI-EDSML ‘20)
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Extracting other types of
models



Extracting NLP Transformer models

Techniques for extracting image classifiers don’t always extend to NLP models

Transfer learning from pre-trained models is now very popular
« But they make model extraction easierl!!

Krishna et allll show that a Knockoff-like attacks against BERT models are feasible
« Adversary unaware of target distribution or task of victim model

» Adversary queries are merely “natural” (randomly sampled sequences of words)

* In-distribution adversary queries can improve extraction efficacy

Wallace et all?l extract real-world MT models, find transferable adversarial examples

[1] Krishna et al. — Thieves on Sesame Street! Model Extraction of BERT-based APIs . ICLR ‘20 (https://iclr.cc/virtual 2020/poster BylISNREFDr.html)
[2] Wallace et al. — Imitation Attacks and Defenses for Black-box Machine Translation Systems. EMNLP ‘20 (https://arxiv.org/abs/2004.15015)
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= Google Translate

Hp Text B Documents
DETECT LANGUAGE ENGLISH SPANI W Pl GERMAN ENGLISH SPANISH
Save me it's over 100°F X Rette mich, es ist tiber 100 ° F.
Save me it's over 102°F Rette mich, es ist Uber 22 ° C.
<) 47/5000 " D)

u

[1] Wallace et al. — Imitation Attacks and Defenses for Black-box Machine Translation Systems. EMNLP ‘20 (https://arxiv.org/abs/2004.15015)
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Extracting reinforcement-learning models

Extracting reinforcement-learning models is harder!l because they are
 more complex and deeper models (?)

» less observable: only actions (e.g., no prediction confidence scores)

» stochastic: a DRL policy is a Markov decision process

Chen et allll

* learn victim’s algorithm: train shadow models with candidate algorithms, generate action
sequences and train a classifier, use classifier on victim’s action sequence

« Use imitation learning to refine the chosen algorithm

[1] Chen et al. - Stealing Deep Reinforcement Learning Models for Fun and Profit (https://arxiv.org/abs/1807.03888)
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Extracting Style-transfer models

GANS are effective for changing image style
« coloring, face filters, style application

Core feature in generative art and in social media apps
o Selfie2Anime, FaceApp

Victim model training

Unstyled
Images

Source
Style

Adve*fary model tr?m" Ing

Victim
Model

/

Unstyled
Images

AN

AN

Styled
Images

.

Adversary

Model

32
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https://selfie2anime.com/
https://www.faceapp.com/
https://arxiv.org/pdf/1703.10593.pdf
https://www.faceapp.com/

N #i szylles1 — szylles1@cs-020: [l/szylles1/stealing-generative-models — ssh cs-020 Ol’lglna| Styled

..rative-models (unstyled) (VICtIm)
(stealing-generative-models) in stealing-generative-models (master +5) $ py demo.pyl 12:07

Goal: Apply Monet style

Szyller et. al. work in progress




Outline: recap

Is model confidentiality important? Yes

Can models be extracted via their prediction APIs? Yesl!
» A powerful (but realistic) adversary can extract complex real-life models
» Detecting such an adversary is difficult/impossible

What can be done to counter model extraction?

[1] Atli et al. - Extraction of Complex DNN Models: Real Threat or Boogeyman? (https://arxiv.org/pdf/1910.05429.pdf,, AAAI-EDSML ‘20) 34
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Takeaways

Existing Watermarking of DNNs!!!

models constibae business advantage io model owners

Can models be extracted wea their prediction APIs? Tes
Prodecting model daka wia cryptography or hardware security b insofficlent

‘What can be done te counter model extraction? Walermarking a5 o deterence
‘Watermarking at the prediction AP |s feasible, open Bswes remain
Diiarvis fo b conidersd &s o deberence sgainst madal siealing

Wat e r m ar k e m b ed d i n g : Mo on our secerity + ML nesearch at hitps-Yssg Jatte. Wresearchprolectsimistcimode e:r-n:n-'

 Embed watermark in model during training:
e Train model using training data + trigger set (specific labels to a set of selected samples),

Verification of ownership:
* Requires adversary to publicly expose stolen model
* Query model with trigger set, verify watermark (predictions match trigger set labels)

Limitations:!]
* Protects only against physical theft of model
* Model extraction attacks steal model without watermark

[1] Yadi et al. - Watermarking Deep Neural Networks by Backdooring. USENIX SEC ‘18 (https://www.usenix.org/node/217594)
[2] Szyller et. al. - DAWN: Dynamic Adversarial Watermarking of Neural Networks. In submission. (https://arxiv.org/abs/1906.00830)
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DAWN: Dynamic Adversarial Watermarking of DNNs!!

Goal: Watermark models obtained via model extraction

Our approach:
* Implemented as part of the prediction API

.
>

\USGI’

/ Query

/

/

b

Model

 Returnincorrect predictions for several samples
« Adversary forced to embed watermark while training

Response / 1

Prediction

Watermarking evaluation:

« Unremovable and indistinguishable

e Defend against PRADAPand KnockOff [3]

* Preserve victim model utility (0.03-0.5% accuracy loss)

4L

WM

Choice
WM

—

Alter
Prediction

NOT WM

( Propagate
Prediction

\

J

[1] Szyller et. al. - DAWN: Dynamic Adversarial Watermarking of Neural Networks. In submission. (https://arxiv.org/abs/1906.00830)
[2] Juuti et al. - PRADA: Protecting against DNN Model Stealing Attacks. EuroS&P '19 (https://arxiv.org/abs/1805.02628)

[3] Orekondy et al. - Knockoff Nets: Stealing Functionality of Black-Box Models. CVPR 19 (https://arxiv.org/abs/1812.02766)
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Reliable demonstration of ownership in DAWNI!

Model owner registers its model and watermarks online (timestamped)
Assumption: Adversary makes its model available online

Model owner claims ownership by asking judge to verify watermark
Adversary may attempt to register the stolen model with its own watermarks:
« Timestamping helps resolve which model is legitimate

* Probability of a random and registered watermark passing verification is negligible
* with confidence 1- 264

[1] Szyller et. al. - DAWN: Dynamic Adversarial Watermarking of Neural Networks. In submission. (https://arxiv.org/abs/1906.00830)
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Open issues in DAWNL]

* User
Indistinguishability \
» existence of a robust mapping function (for /Query /
WM choice) /
!
N Model
Unremovability /Response/ Prediction
» ‘“double-stealing” can remove watermark (but L l

Impacts accuracy of surrogate model)

e adversary can try to return incorrect predictions
on training data (but can be overcome) WM

| Alter
Prediction ( Propagate
Prediction

WM
Choice

\

[1] Szyller et. al. - DAWN: Dynamic Adversarial Watermarking of Neural Networks. In submission. (https://arxiv.org/abs/1906.00830)
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Takeaways

Is model confidentiality important? Yes
models constitute business advantage to model owners

Can models be extracted via their prediction APIs? Yes
Protecting model data via cryptography or hardware security is insufficient

What can be done to counter model extraction? Watermarking as a deterrence

Watermarking at the prediction APl is feasible, open issues remain
Deserves to be considered as a deterrence against model stealing

More on our security + ML research at https://ssg.aalto.fi/research/projects/mlsec/model-extraction/
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Come work with us!

Open postdoc position to help lead our work on ML security + privacy
https://asokan.org/asokan/research/SecureSystems-open-positions-Oct2020.php

40


https://asokan.org/asokan/research/SecureSystems-open-positions-Oct2020.php

	AI-security-privacy-Jan2021.pdf
	Confidence in AI systems�Can we trust AI-based systems?
	AI will be pervasive
	Slide Number 3
	How do we evaluate AI-based systems?
	Challenges in making AI trustworthy
	Example: Security and Privacy of Machine Learning
	Evading machine learning models
	Slide Number 8
	Slide Number 9
	Machine Learning pipeline
	Compromised input – Model integrity
	Malicious client – Training data privacy
	Malicious client – Model confidentiality
	Malicious prediction service – User profiles
	Compromised toolchain – Training data privacy
	Malicious data owner – Model integrity
	Is malicious adversarial behaviour the only concern?
	Measures of accuracy are flawed, too
	Challenges in making AI trustworthy

	ModelStealing-master-1.pdf
	Extraction of Complex�DNN Models:�Real Threat or Boogeyman?
	Outline
	Is model confidentiality important?
	Type of model access: white box
	How to prevent (white-box) model theft?
	Type of model access: black-box
	Extracting models via their prediction APIs
	Extracting deep neural networks
	Can model extraction attacks be detected?
	PRADA defense[1]
	PRADA detection efficiency[1]
	Is model extraction a realistic threat?
	Extraction of Complex DNN Models: Knockoff nets[1]
	Knockoff Nets: systematic empirical analysis
	Knockoff nets: Our Goals and Contributions
	Knockoff nets[1] : Experimental Setup
	Knockoff nets: Reproduction
	Revisiting the Adversary Model: Reduced Granularity of Prediction API’s Output�
	Revisiting the Adversary Model: Reduced Granularity of Prediction API’s Output
	Revisiting the Adversary Model: Different �Surrogate-Victim Architectures
	Knockoff nets: Limitation
	Analysis of Knockoff Nets: summary
	Knockoff Nets: detection
	Knockoff nets: Detecting Attacker’s Queries
	Knockoff nets: Detecting Attacker’s Queries
	Revisiting the Adversary Model: Access to In-distribution Data 
	Extracting other types of models
	Extracting NLP Transformer models
	Slide Number 30
	Extracting reinforcement-learning models
	Extracting Style-transfer models
	Slide Number 33
	Outline: recap
	Existing Watermarking of DNNs[1]
	DAWN: Dynamic Adversarial Watermarking of DNNs[1]
	Reliable demonstration of ownership in DAWN[1]
	Open issues in DAWN[1]
	Takeaways
	Come work with us!


